Real-time computing is a wide-open research area of intellectually challenging computer science problems with direct payoffs to current technology. But results have been few, and designers presently have little that would enable them to handle the timing constraints of real-time systems effectively. Furthermore, not enough emphasis is being placed on building the proper scientific underpinnings to achieve the needed results. Worse yet, many researchers, technical managers, and government contract monitors have serious misconceptions about real-time computing—misconceptions with serious ramifications.

This article has three major objectives:

- to state and then dispel the most common misconceptions about real-time computing,
- to briefly discuss the fundamental scientific issues of real-time computing, and
- to encourage increased research in real-time systems.

**What is real-time computing?**

In real-time computing the correctness of the system depends not only on the logical result of the computation but also on the time at which the results are produced.

Real-time computing systems play a vital role in our society, and they cover a spectrum from the very simple to the very complex. Examples of current real-time computing systems include the control of laboratory experiments, the control of automobile engines, command-and-control systems, nuclear power plants, process control plants, flight control systems, space shuttle and aircraft avionics, and robotics. The more complicated real-time systems are expensive to build and their timing constraints are verified with ad hoc techniques, or with costly and extensive simulations. Minor changes in the system result in another round of extensive testing. Different system components are
extremely difficult to integrate and consequently add to overall system cost. Millions (even billions) of dollars are being spent (wasted) by industry and government to build today's real-time systems.

Current brute force techniques will not scale to meet the requirements of guaranteeing real-time constraints of next-generation systems.

Next-generation real-time systems will be in application areas similar to those of current systems. However, the systems will be more complex: They will be distributed and capable of exhibiting intelligent, adaptive, and highly dynamic behavior. They will also have long lifetimes. Moreover, catastrophic consequences will result if the logical or timing constraints of the systems are not met. Examples of these more sophisticated systems are the autonomous land rover, controllers of robots with robotic joints, and systems found in intelligent manufacturing, the space station, and undersea exploration.

Two major forces are pushing real-time systems into the next generation: their need for artificial intelligence capabilities and the rapid advance in hardware. These forces are exacerbating the difficult scientific and engineering problems faced in building real-time systems. They add complex entities that must be integrated into current and future applications, but the required design, analysis, and verification techniques for such integration have not kept pace. For example, hardware (and software) technology has made distributed computing and multiprocessor a reality, and soon there will be many networks of multiprocessors. However, almost no fundamental or scientific work has been done in designing and verifying a real-time application's timing requirements when that application is distributed across a network.

As another example, AI systems exhibit a great deal of adaptability and complexity, making it impossible to precalculate all possible combinations of tasks that might occur. This precludes use of static scheduling policies common in today's real-time systems. We need new approaches for real-time scheduling in such systems, including on-line guarantees and incremental algorithms that produce better results as a function of available time.

**Common misconceptions**

Real-time-system design has not attracted the attention from academic computer scientists and basic-research funding agencies that it deserves. This lack of adequate attention is due, at least in part, to some common misconceptions about real-time systems. Let's look at some of them.

**There is no science in real-time-system design.**

It is certainly true that real-time-system design is mostly ad hoc. This does not mean, however, that a scientific approach is not possible. Most good science grew out of attempts to solve practical problems, and there is plenty of evidence that engineers of real-time systems need help. For example, the first flight of the space shuttle was delayed, at considerable cost, because of a subtle timing bug that arose from a transient CPU overload during system initialization. Can we then develop a scientific basis for verifying that a design is free of such subtle timing bugs? Indeed, the purpose of this article is to introduce some of the technical problems involved in designing reliable real-time systems and point out where a scientific basis is emerging. We are starting to understand what the important problems are in real-time scheduling of resources. Investigations are beginning into the subtleties of including a time metric in system specification methods and semantic theories for real-time programming languages.

**Advances in supercomputer hardware will take care of real-time requirements.**

Advances in supercomputer design will likely exploit parallel processors to improve system throughput, but this does not mean that timing constraints will be met automatically. Unless the architecture of the computing system is carefully tailored to match that of the application, the processors and their communication sub-systems may not be able to handle all of the task load and time-critical traffic. In fact, real-time task-and-communication scheduling problems will likely get worse as more hardware is used.

Realistically, the history of computing shows that the demand for more computing power has always outstripped the supply. If the past is any guide to the future, the availability of more computing power will only open up real-time applications requiring greater functionality, thus exacerbating the timing problems. There is no substitute for intelligent deployment of finite resources. Other important issues exist in real-time-systems design that cannot be resolved by supercomputer hardware alone, as we will see.

**Real-time computing is equivalent to fast computing.**

The objective of fast computing is to minimize the average response time of a given set of tasks. However, the objective of real-time computing is to meet the individual timing requirement of each task. Rather than being fast (which is a relative term anyway), the most important property of a real-time system should be predictability; that is, its functional and timing behavior should be as deterministic as necessary to satisfy system specifications. Fast computing is helpful in meeting stringent timing specifications, but fast computing alone does not guarantee predictability.

Other factors besides fast hardware or algorithms determine predictability. Sometimes the implementation language may not be expressive enough to prescribe certain timing behavior. For example, the delay statement of Ada puts only a lower bound on when a task is next scheduled; there is no language support to guarantee that a task cannot be delayed longer than a desired upper bound. The scheduling of (or the lack of programmer control over) nondeterministic constructs such as the select statement in Ada is especially troublesome, since timing properties that involve upper bounds cannot be guaranteed by the usual fairness semantics defining such constructs.

Perhaps the best response to those who claim that real-time computing is equivalent to fast computing is to raise the following question: Given a set of demanding real-time requirements and an implementation using the fastest hardware and software possible, how can one show that the specified timing behavior is indeed being achieved? Testing is not the answer. Indeed, for all the laborious testing and simulation effort on the space shuttle, the timing bug that delayed its first flight was discovered the hard way; there was only a 1 in 67 probability that a transient overload during initialization could put the redundant processors out of sync, but it did nevertheless. Predictability, not speed, is the foremost goal in real-time-system design.

Since testing is not the answer to our problems, do we know the answer? Not completely. We do know that a formal verification procedure coupled with testing would be significantly better than what we have now. However, that is not the
entire answer either. In fact, most of the problems enumerated in the upcoming section on the challenge of real-time computing systems must be solved and then used in an integrated fashion.

Real-time programming is assembly coding, priority interrupt programming, and device driver writing.

To meet tight timing constraints, current practice in real-time programming relies heavily on machine-level optimization techniques. These techniques are labor intensive and sometimes introduce additional timing assumptions (unwisely, but as a last resort) on which the correctness of an implementation depends. Reliance on clever hand-coding and difficult-to-trace timing assumptions is a major source of bugs in real-time programs, especially in modifying large real-time programs. A primary objective in real-time-systems research is in fact to automate, by exploiting optimizing transforms and scheduling theory, the synthesis of highly efficient code and customized resource schedulers from timing-constraint specifications. On the other hand, while assembly language programming, interrupt programming, and device driver writing are aspects of real-time computing, they do not constitute open scientific problems—except in their automation.

Real-time-systems research is performance engineering.

An important aspect of real-time-systems research is to investigate effective resource allocation strategies so as to satisfy stringent timing-behavior requirements. The synthesis aspects of real-time-system research can indeed be regarded as performance engineering (but see the next misconception below). The proper design of a real-time system, however, requires solutions to many other interesting problems—for example, specification and verification of timing behavior, and programming-language semantics dealing with time. Certain theoretical problems also involve the use of timing constraints, sometimes implicitly, to ensure correctness. For example, the well-known Byzantinegenerals problem is unsolvable for totally asynchronous systems but is solvable if the generals can vote in rounds. That a good general must deliver a number of messages within a round according to the voting protocol is a form of timing constraint.

Indeed, the correct functioning of many systems often depends on having an implementation that can perform an operation requiring the satisfaction of certain timing constraints, albeit implicitly specified (for example, in the form of testing an atomic predicate such as determining whether a communication channel is empty). An important problem in real-time-systems research is to investigate the role time plays as a synchronization mechanism; for example, what is the logical power of different forms of timing constraints in solving various coordination problems? If a system must depend on the satisfaction of some timing constraints for its correctness, is there a least-restrictive set of timing constraints sufficient for the purpose? Does the imposition of various timing constraints facilitate more efficient solutions to distributed coordination problems? Such questions certainly go beyond traditional performance engineering.

The problems in real-time-system design have all been solved in other areas of computer science or operations research.

While real-time-system researchers should certainly try to exploit the problem solution techniques developed in more established research areas, there are unique problems in real-time systems that have not been solved in any other area. For example, performance engineering in computer science has been concerned mostly with analyzing the average values of performance parameters, whereas an important consideration in real-time-system design is whether or not some stringent deadlines can be met. Queueing models traditionally use convenient stochastic assumptions that are justified by large populations and stable operating conditions. Analytical results based on these assumptions may be quite useless for some real-time applications. For example, the hot-spot contention phenomenon (a highly nonlinear performance degradation due to slight deviations from uniform traffic in multistage interconnection networks) is likely to be catastrophic for time-critical communication packets. Likewise, the combinatorial scheduling problems in operations research deal mostly with one-shot tasks, that is, each task needs to be scheduled only once, whereas in real-time systems the same task may recur infinitely often, either periodically or at irregular intervals, and may have to synchronize or communicate with many other tasks. The general synthesis problem of arbitrary timing behavior will certainly require new techniques not found in existing literature.

It is not meaningful to talk about guaranteeing real-time performance, because we cannot guarantee that the hardware will not fail and the software is bug free or that the actual operating conditions will not violate the specified design limits.

It is a truism that one can only hope to minimize the probability of failure in the systems one builds (assuming a belief in quantum mechanics). The relevant question, of course, is how to build systems in such a way that we can have as much confidence as possible that they will meet specifications at acceptable costs. In real-time-system design, one should attempt to allocate resources judiciously to make certain that any critical timing constraint can be met with the available resources, assuming that the hardware/software functions correctly and the external environment does not stress the system beyond what it is designed to handle. The fact that the hardware/software may not function correctly or that the operating conditions imposed by the external world may exceed the design limits with a nonzero probability does not give the designer license to increase the odds of failure by not trying to allocate resources carefully so as to meet critical timing constraints. We certainly cannot guarantee anything outside our control, but what we can guarantee, we should.

Real-time systems function in a static environment.

Depending on the operating mode, a real-time system may have to satisfy different sets of timing constraints at different times. Thus, an important topic in real-time-systems research is the design of hierarchical or selectable schedulers to make resource allocation decisions for different time granularities. A particularly vexing industrial problem is how to reconfigure systems to accommodate changing requirements so as to create minimal disruption to ongoing operation. It is not uncommon for some real-time-system hardware to be in the field 15 or more years; hence, any design methodology for such systems must not assume a static environment. On the other hand, if the real-time application is small, inexpensive, and unlikely to change, then current static solution techniques work well. However, such real-time applications are trivial compared with those addressed in this article.
The challenge of real-time computing systems

An important approach used in managing large-scale systems is to hierarchically decompose the system into modules that are realizations of the abstract data type model. Although this methodology allows us to reason about the correctness of computation at each level of abstraction, it has no provisions to support reasoning about time and reliability abstractions, two vital aspects of real-time systems. To develop a scientific underpinning for real-time systems, we face the difficult scientific challenge of creating a set of unified theories and technologies that will allow us to reason about the correctness, timeline, and reliability at each level of abstraction and to combine the results of each level into results for the integrated system.

Building a science of large-scale real-time systems will require new research efforts in many distinct and yet related areas. While each of these areas contains well-developed theories and technologies, none currently contains theories and methods addressing the central issue in real-time systems: a coherent treatment of correctness, timeline, and fault tolerance in large-scale distributed computations. The following subsections briefly identify the main research areas that need to be better addressed if we are to solve the problems facing developers of next-generation real-time systems. Of course, many of the problems in these areas are difficult to solve even without worrying about real-time constraints. This article emphasizes the special problems that real-time constraints cause. This material is intended for those not familiar with research in real-time computing, so it is necessarily high level. Readers can find a more detailed and technical discussion of each area in a companion report.¹

Specification and verification. The fundamental challenge in the specification and verification of real-time systems is how to incorporate the time metric. Methods must be devised for including timing constraints in specifications and for establishing that a system satisfies such specifications. The usual approaches for specifying computing system behavior entail enumerating events or actions that the system participates in and describing orders in which these can occur. It is not clear how to extend such approaches for real-time constraints. Neither is it clear how to extend programming notations to allow the programmer to describe computations that are constrained by real time.

In general, inclusion of a time metric can create subtleties in the semantics of concurrency models (see Reed and Rose⁴, for example) and complicate the verification problem. Whereas proof of noninterference is the major verification task in concurrent systems on the basis of interleaving, verification of real-time systems will require the satisfaction of timing constraints where those constraints are derived from the environment and implementation.² Consequently, a major challenge is to solve the dilemma that verification techniques abstract away from the implementation even though it is the implementation and environment which provide the true timing constraints. The result is that we need a quantitative analysis (deadlines, repetition rates) rather than the qualitative analysis (eventual satisfaction) that is typically handled by current verification techniques. On the other hand, the partial synchrony of real-time systems that results from the presence of timing constraints may open up a whole new class of distributed control algorithms and inspire novel verification techniques. Real-time systems lie somewhere between the relatively well studied fully synchronous and fully asynchronous systems, and there is a great challenge ahead in the modeling and verification of systems that are subject to timing constraints.

In addition, to deduce properties of the whole system from properties of its parts and the way these parts are combined, we must characterize a way to compose the real-time constraints and properties of parts to synthesize them for the whole. For real-time properties, the parts interact in ways that depend on resource constraints. Thus, aspects of the system that are usually ignored when real time is not of concern come into play. This again suggests that a new set of abstractions must be devised for real-time systems. For example, fairness, which is frequently used when reasoning about concurrent and distributed systems, is no longer an appropriate abstraction of the way processes are scheduled when real time is a concern.

Another problem that will be encountered is dealing with the state explosion found in verification techniques. Hundreds or even thousands of states are usually required to formally express the state of even a relatively simple system in enough detail so that correctness can be proved. Techniques for extracting many states into a higher level state are necessary to tackle this problem, which is a difficult one even when timing constraints are not included.

Real-time scheduling theory. While specification and verification concern the integrity of the system with respect to the specification, scheduling theory addresses the problem of meeting the specified timing requirements. Satisfying the timing requirements of real-time systems demands the scheduling of system resources according to some well-understood algorithms so that the timing behavior of the system is understandable, predictable, and maintainable.

Scheduling theory is not restricted to the study of real-time systems or even general computer systems. It also arises in the study of manufacturing systems, transportation systems, process control systems, and so on. However, it is important to realize that real-time system scheduling problems are different from the scheduling problems usually considered in areas of operations research.³ In most operations research scheduling problems, there is a fixed system having completely specified and static service characteristics. The goal is to find optimal static schedules that minimize the response time for a given task set. Many real-time computing systems lack an incentive for minimizing the response time other than far meeting deadlines. The system is often highly dynamic, requiring on-line, adaptive scheduling algorithms. Such algorithms must be based on heuristics, since these scheduling problems are NP-hard.² In these cases the goal is to schedule as many jobs as possible, subject to meeting the task timing requirements. Alternative schedules and/or error handlers are required and
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must be integrated with the on-line scheduler.

One primary measure of a scheduling algorithm is its associated processor utilization level below which the deadlines of all the tasks can be met. There are other measures too, such as penalty functions defined according to the number of jobs that miss their deadlines, and a weighted success ratio, which is the percentage of tasks that meet their deadlines weighted by the importance of those tasks. The next subsection discusses some additional real-time scheduling issues in the context of operating systems.

**Real-time operating systems.** One major focal point for developing next-generation real-time systems is the operating system. The operating system must provide basic support for guaranteeing real-time constraints, supporting fault tolerance and distribution, and integrating time-constrained resource allocations and scheduling across a spectrum of resource types, including sensor processing, communications, CPU, memory, and other forms of I/O. Given that the system is distributed, we face a complicated end-to-end timing analysis problem (see Figure 1). In other words, time constraints are applied to collections of cooperating tasks, labeled T, in the figure, and not only to individual tasks.

For example, assume that a given node processes sensor hits and determines that a vehicle has entered its area of concern. This node may have to communicate that information to one or more remote nodes and receive replies indicating the appropriate action. The time by which this node must act depends on a time constraint imposed by the velocity of the incoming vehicle. Such a system is distributed, highly dynamic, and operates under strict time constraints. The entire collection of tasks dealing with sensor processing, communication between tasks, and application logic must be accomplished under a single end-to-end timing constraint.

To develop next-generation real-time distributed operating systems suitable for complicated applications such as the space station, teams of robots working in a hazardous environment, or command-and-control applications, at least three major scientific innovations are required.

(1) The *time dimension* must be elevated to a central principle of the system. Time requirements and properties cannot be an afterthought. An especially perplexing aspect of this problem is that most system design and verification techniques are

---

**Figure 1. The end-to-end timing problem.**
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based on abstraction, which ignores implementation details. This is obviously a good idea; however, in real-time systems, timing constraints are derived from the environment and the implementation. Solving this dilemma is a key scientific issue.

(2) The basic paradigms found in today's general-purpose distributed operating systems must change. The current basis, with the notion of application tasks requesting resources as if they were random processes and the operating system being designed to expect such random inputs, is unacceptable. A new, more deterministic paradigm is needed. In such a paradigm, each operating-system primitive, along with application tasks and their interactions, would be well understood, bounded, and predictable. The interaction between tasks includes invocation interactions, communication interactions, and resource conflict interactions. In the new paradigm the system must be flexible enough to react to a highly dynamic and adaptive environment, but at the same time be able to predict and possibly avoid resource conflicts so that timing constraints can be (predictably) met. In other words, the environment may cause an unpredictable combination of events to occur, but the system must be carefully constructed to enable it to react in such a way that at any time during execution the system can predict its capabilities in meeting its deadline. The new paradigm must be based on the delicately balanced notions of flexibility and predictability. One such paradigm is being investigated in the Spring kernel.9

(3) A highly integrated and time-constrained resource allocation approach is necessary to adequately address timing constraints, predictability, adaptability, and fault tolerance. Most current scheduling algorithms typically account for one resource at a time and ignore fault tolerance. This is especially true in the present state of real-time scheduling. Independent scheduling of unique resources is not sufficient when attempting to perform time-constrained scheduling. For a task to meet its deadline, we must ensure that resources are available to it in time and that the sequencing of events meets precedence constraints.

One can identify many other issues (at all levels of detail) that are critical to real-time operating systems. The need for a global time reference and the ability to scale to larger and larger systems are just two examples.

Real-time programming: languages and design methodology. As the complexity of real-time systems increases, high demand will be placed on the programming abstractions provided by languages. Currently available abstractions and languages must evolve with future advances in the specification techniques, logic, and theory underlying real-time systems. Unfortunately, this goal has not been fulfilled in the past. For example, Ada is designed for embedded hard real-time applications and is intended to support static priority scheduling of tasks. However, the definition of Ada tasking allows a high-priority task to wait for a low-priority task for an unpredictable duration. Consequently, when processes are programmed in the form of Ada tasks, the resulting timing behavior is likely to be unpredictable. Building the next generation of real-time systems will require a programming meth-
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ology that gives due consideration to the needs of meeting real-time requirements. The important research issues include:

- Support for the management of time. First, language constructs should support the expression of timing constraints. For example, Ada tasking should have supported the raising of an exception when a task’s deadline is missed. Second, the programming environment should provide the programmer with the primitives to control and to keep track of the resource utilization of software modules. This includes being able to develop programs with predictable performance in terms of absolute time. Finally, language constructs should support the use of sound scheduling algorithms.

- Schedulability check. Given a set of well-understood scheduling algorithms, schedulability analysis allows us to determine if the timing requirements can be met with proper support for the management of time, it may be possible to perform schedulability checks at compile time. This idea is similar to the type-checking concept.

- Reusable real-time software modules. An added difficulty with reusable real-time software modules is meeting different timing requirements for different applications.

- Support for distributed programs and fault tolerance. The problem of predicting the timing behavior of real-time programs is further exacerbated in the context of distributed systems. Special fault-tolerance features might be added to the semantics of the language—for example, various recovery mechanisms subject to timing considerations.

Distributed real-time databases. In a real-time database system, a significant portion of data is often highly perishable in the sense that it has value to the mission only if used quickly. Satisfying the timing requirements involves two key issues:

First, the degree of concurrency in transaction processing must be increased; second, concurrency control protocols and real-time scheduling algorithms must be integrated.

The characteristics of a real-time database, such as a tracking database, are distinct from commercial database systems. In a real-time database, transactions often must perform statistical operations—correlation, for example—over a large amount of data that is continuously updated, and they must satisfy stringent timing requirements. As observed by Bernstein et al., serializability is not a good criterion for concurrency control of such databases because of the limitation of concurrency allowed by serializable concurrent executions. Several approaches designed to obtain a high degree of concurrency by exploring application-specific semantic information have been proposed. In addition, a modular decomposition approach for nonserializable concurrent control and failure recovery has been proposed. This approach assumes that global serialization is too strong a condition. Instead it uses a setwise serializability notion, which is shown to apply to the database associated with a cluster of tracking stations.

While concurrency control of transactions and hard real-time process scheduling have both progressed, very little is known about the integration between concurrency control protocols and hard real-time process-scheduling algorithms. In concurrency control we do not typically address the meeting of hard deadlines. The objective is to provide a high degree of concurrency and thus faster average response time. On the other hand, in the schedulability analysis of real-time process scheduling—for example, processes for signal processing and feedback control—it is customary to assume that tasks are independent, or that the time spent synchronizing their access to shared data is negligible compared with execution time and deadlines. The objective here is to maximize resources, such as CPU utilization, subject to meeting timing constraints. The fundamental challenge of real-time databases is to be the creation of a unified theory that will provide us with a real-time concurrency-control protocol that maximizes both concurrency and resource utilization subject to three constraints at the same time: data consistency, transaction correctness, and transaction deadlines.

Artificial intelligence. Real-time AI research currently emphasizes reasoning about time-constrained processes and using heuristic knowledge to control or schedule these processes. A key consideration in robust problem solving is to provide the best available solution within a dynamically determined time constraint. Many of the current issues in real-time systems research are applicable to such a system, but additional considerations exist. For example, the dynamic nature of symbolic systems requires support for automated memory management. Current garbage collection techniques make it difficult, if not impossible, to guarantee a maximum system latency.

Other features of symbolic systems that exacerbate the predictability problem include the ability to create and execute a function at runtime and the ability to execute a runtime-selected function passed as an argument. In addition, opportunistic control strategies provide the ability to dynamically direct program execution in response to real-time events. This contrasts sharply with the current real-time systems assumption of a statically determined "decision tree" control sequence. The implication here is that the sequences of processing cannot be predetermined.

This is by no means a comprehensive list of the issues involved in real-time symbolic systems. No doubt additional research issues will arise as real-time AI applications evolve and attempts are made to solve problems in severely time-constrained domains.

Fault tolerance. A real-time computer system and its environment form a synergistic pair. For example, most commercial and military aircraft cannot fly without digital-control computers. In such systems it is meaningless to consider on-board control computers without considering the aircraft itself. The tight interaction between the environment and a real-time computer arises from time and reliability constraints. Unless the computer can provide "acceptable" services to its environment, its role will be lost and thus viewed as failed or nonexistent. Failure can result from massive loss of components (static failure) or from failure to respond fast enough to environmental stimuli (dynamic failure). This interplay must be carefully characterized for various real-time applications, in which even the determination of deadlines is by itself a relatively unexplored problem. On the basis of this characterization of a real-time problem, a
A vast number of design and analysis problems for real-time computers remain to be solved—for example, optimal error handling, redundancy management, and tuning of architectures.

Certain research issues are important in making real-time systems fault tolerant and reliable. Specifically,

- The formal specification of the reliability requirement and the impact of timing constraints on such a requirement is a difficult problem.
- Error handling is usually composed of an ordered sequence of steps: error detection, fault location, system reconfiguration, and recovery. All these steps must be designed and analyzed in the context of combined performance (including timing constraints) and reliability. Interplay between these steps must be carefully studied. Hardware and operating-system support, together with their effects on performance and reliability, are important research subjects.
- The effects of real-time workloads on fault tolerance have not been adequately addressed. It is well known that the reliability of a computer system depends heavily on its workload. Characterizing the effects of "representative" real-time workloads on fault tolerance is essential.

Real-time-system architectures. Many real-time systems can be viewed as a three-stage pipeline: data acquisition from sensors, data processing, and output to actuators and/or displays. Next-generation systems will often be distributed such that each node may be a multiprocessor (see Figure 2). A real-time system's architecture must be designed to support these components with high fidelity. For data acquisition and for actuators, the architecture must provide extensive I/O capabilities while providing fast, timely, and reliable operations for the data-processing stage.

Conventional real-time architectures are based on dedicated hardware and software: The architecture usually must change with a change in applications. Such architectures are neither cost effective nor well utilized. Because of advances in VLSI technology, it is becoming possible to develop a new distributed architecture suitable for broader classes of real-time applications. Important issues in this new architecture include interconnection topology, interprocess communications, and support of operating-system and fault-tolerance functions.

Some open research topics in real-time architecture are

- Interconnection topology for processors and I/O. The need for extensive I/O and high-speed data processing in real-time applications makes it important to develop an integrated interconnection topology for both processors and I/O. Although the processing topology has been studied extensively, little attention has been paid to the distribution of I/O data.
- Fast, reliable, and time-constrained communications.
- Architectural support for error handling.
- Architectural support for scheduling algorithms.
- Architectural support for real-time operating systems.
- Architectural support for real-time-language features.

Ideally, any architectural design should adopt a synergistic approach wherein theory, operating system, and hardware are all developed with the single goal of achieving the real-time constraints in a cost-effective and integrated fashion.

Real-time communication. The communication media for next-generation distributed real-time systems will be required to form the backbone upon which predictable, stable, and extensible system solutions will be built. To be successful, the real-time communication subsystem must be able to predictably satisfy individual message-level timing requirements. The timing requirements are driven not only by applications' interprocess communication, but also by time-constrained operating-system functions invoked on behalf of application processes. Networking solutions for this context are distinguished from the standard nonreal-time solutions with the introduction of time. In a nonreal-time setting, it is sufficient to verify the logical correctness of a communication solution; however, in a real-time setting it is also necessary to verify timing correctness. Software engineering practices have helped in determining the logical correctness of systems solutions but have not addressed timing correctness. Timing correctness includes ensuring the schedulability of synchronous and sporadic messages as well as ensuring that the response time requirements of asynchronous messages are met. Ensuring timing correctness for static real-time communications systems using current technology is difficult; ensuring timing correctness in the next generation's dynamic environment will be a substantial research challenge.

Additional research is needed to develop technologies that support the unique challenges of real-time communications. These include

- Dynamic routing solutions with guaranteed time correctness.
- Network buffer management that
supports scheduling solutions.
- Fault-tolerant and time-constrained communications.
- Network scheduling that can be combined with processor scheduling to provide system-level scheduling solutions.

Meeting these challenges will require substantial research effort with associated breakthroughs in network control theory. With the network forming the backbone of many next-generation distributed real-time systems, a system will be no stronger than the communications solution that supports it.

Conclusions

Many real-time systems of tomorrow will be large and complex and will function in distributed and dynamic environments. They will include expert system components and will involve complex timing constraints encompassing different granules of time. Moreover, economic, human, and ecological catastrophes will result if these timing constraints are not met. Meeting the challenges imposed by these characteristics very much depends on a focused and coordinated effort in all aspects of system development, such as

- Specification and verification techniques that can handle the needs of real-time systems with a large number of interacting components.
- Design methodologies that can be used to synthesize systems with the specified timing properties where these timing properties are considered from the beginning of the design process.
- Programming languages with explicit constructs to express—with unambiguous semantics—the time-related behavior of modules.
- Scheduling algorithms that can, in an integrated and dynamic fashion, handle (1) complex task structures with resource and precedence constraints, (2) resources (such as the communication subnet and I/O devices), and (3) timing constraints of varying granularity.
- Operating-system functions designed to deal with highly integrated and cooperative time-constrained resource management in a fast and predictable manner.
- Communication architectures and protocols for dealing efficiently with messages that require timely delivery.

- Architecture support for fault tolerance, efficient operating-system functioning, and time-constrained communication.

Real-time systems have brought about unique challenges in a wide range of computer science disciplines. Each of these challenges must be overcome before a science of large-scale real-time systems can become a reality. The task is formidable, and success will require a concerted effort by many different participants in the computer science community. It will require the enticement of new researchers into the field, especially in academia, where relatively little work of this nature is being done. We must coordinate interaction between research efforts in universities and development efforts in industry so that academic researchers will be familiar with key problems faced by system developers, and system developers will be aware of relevant new theories and technologies.

The solution to developing a theory of large-scale real-time systems does not lie in the current methodologies of operations research, database theory, scheduling theory, or operating-systems theory. Rather, it lies in well-coordinated and expanded efforts of universities, industry, and government laboratories directed toward the distinct problems that this topic introduces. The need for such cooperation was also emphasized in a report to the Executive Office of the President, Office of Science and Technology Policy. While that report dealt with problems in high-performance computing, software technology and algorithms, networking, basic research, and human resources, our general conclusions are the same. However, this article is much more detailed in its emphasis on the basic research needs of a single important research topic: real-time computing.
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